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Abstract

This paper is a review of our work on the automated synthesis and design of artificial transmission lines. Artificial transmission lines based on metamaterial concepts have been a subject of interest in the scientific community during last years. Our line of research is particularly focused on simplifying and accelerating the design of these transmission lines. In the proposed approach, the synthesis is fully automated by the use of space mapping that is a well-known optimization tool in the microwave field. Some of the problems related to the automated synthesis of these lines and how they were solved are outlined in this article. Different examples to illustrate and demonstrate the advantages of this methodology are also presented.
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1. Introduction

Transmission lines based on metamaterial concepts can be considered a very interesting alternative to the conventional transmission lines (microstrip, coplanar, etc.) because they present a higher degree of design flexibility, and may offer additional properties as: size reduction [1-2], broadband functionality [2-4], multiband operation [5-6] or spurious suppression [7]. They are implemented by periodically loading a host line with reactive elements (capacitors, inductors, resonators or a combination of them), and they exhibit as a result controllable electromagnetic properties (dispersion or characteristic impedance of the line can be tailored to some extent). However, there is not a systematic methodology for their synthesis, so in general it is a tedious and long process done by the designer, based on the use of EM solvers, equivalent circuit models and parameter extraction procedures. The direct optimization does not properly work (e.g. due to mutual dependence of the parameters involved, the existence of local minima, etc.) and even if it was the case it might be unpractical, because of the computational costs that the EM simulations do usually have (a single possible realization of a complex design has already a high cost). Hence, techniques which avoid direct optimization could be a smart solution to solve this problem. Among the different techniques, space mapping (SM) has been chosen since it is a proven powerful tool in many fields, particularly the microwave field [8-9]. Thanks to the application of SM, specifically the aggressive space mapping (ASM) approach [10], the computational and human cost is dramatically reduced (it does not require special designing skills of the user, and the number of EM simulations is significant smaller).

The paper is organized as follows. First of all, the unit cells synthesized with this methodology are presented. Then, a brief summary of the proposed algorithm, from the formulation of space mapping to the main details of the implementation are given. In section 4, some application examples are presented (including manufactured prototypes and measurements). Finally, most relevant conclusions are outlined.

2. Unit Cells of Study

In the synthesized cells, electrically small planar resonators are used to load a microstrip line. In a first order approximation, the behavior of these small resonators...
can be explained in terms of an LC tank. Most widely used resonators in metamaterial field are inspired on the split ring resonator (SRR), proposed by J. Pendry in 1999 [11]. In fact, the first resonant metamaterial transmission line proposed in the literature was SRR-based [12].

The real synthesis of the unit cells presented next is found from their circuit schematics (that provide a given target response), see Fig. 1. The characteristic equivalent circuit model can accurately describe the EM response of every cell in the working region, as it is well studied in [13-14].

The first implemented cell (type 1) consists in a microstrip line with a complementary split ring resonator (CSRR) etched on the ground plane, just beneath the conductor strip as shown in Fig. 1.a. With one of these unit cells, or by periodically cascading some of them, a notch (or stop-band) filter can be implemented. The second cell (type 2) is a modification of the previous one which adds a series gap to the host line, see Fig 1.b. Sometimes, instead of using a simple series gap, a T-shaped gap or interdigital capacitor (meander-shaped) is used instead, because they present a bigger capacitance value \( C_g \) (modeling the gap) in the equivalent circuit model. The cell exhibits approximately a band-pass or high pass behavior, as shown in Fig. 1.b. The third unit cell example (type 3), is an open complementary split ring resonator (OCSRR) shunt connected to a microstrip line, as illustrated in Fig. 1.c. Due to the inherent transmission zeros associated to the inductance \( L_{sh} \) (inductive effect of the metallic strip connecting the resonator to the line), filters which exhibit good stop-band performance can be achieved. By concatenating several unit cells, a wide bandpass filter can be obtained [15].

3. Automated Synthesis

Several problems appeared when we faced the automated synthesis of the different unit cells: determination of the initial layout, initialization of the mapping matrix \( B \), parameter extraction procedure implementation, etc. Among them, the most important and challenging one was to guarantee if the target solution could be physically implemented in the chosen technology (permittivity and height of the substrate, technology limits), or in other words if the algorithm can find a realizable solution (converges). To overcome this limitation, a previous stage to the straight implementation (ASM Full-optimization), which basically consists in the identification of a convergence region (CR), was introduced (see Fig. 2).

If the target solution is inside the estimated convergence region (ASM pre-optimization), it means that there is an implementable solution, otherwise the convergence of the algorithm is not guaranteed. The knowledge gained at this stage is used to establish a better initial layout (in-
terpolation) for the ASM full-optimization, and as a result the second ASM procedure is sped up. In some cases, the new layout is so close to the target, that no further ASM-based optimization is even needed. Since ASM is the core of the algorithm, the conceptual explanation with the basic formulation is provided next (section 3.1).

3.1 Space Mapping Concept and Basic Formulation

The main advantage of SM methods is that the optimization load is shifted from a slow but accurate “fine” model to a fast and less accurate “coarse” model. The algorithm goal, as shows Fig. 3, is to find the function “P” that relates the parameters of the coarse model (denoted by vector $x_c$), to the parameters of the fine model (denoted by vector $x_f$). Expressed in a formal language:

$$ x_c = P(x_f) $$

such that the corresponding model responses $R_c$ and $R_f$ are approximately equal in the region of interest:

$$ R_c(P(x_f)) \approx R_f(x_f) $$

The magnitude of the transfer function (e.g. $|S_{21}|$) is commonly used as the model response for microwave applications.

In the cases of study, a full-wave EM model and the equivalent lumped element circuit model are used as fine and coarse model, respectively. So, if we consider the cell of Fig. 1.a, the corresponding fine model vector is composed by the CSRR external radius ($r_{ext}$), the separation ($d$) and width ($c$) of the slot rings, and also the width of the microstrip line ($W$): $x_f = [r_{ext}, c, d, W]$. The length of the strip is approximately set to twice the external radius of the CSRR and the split of the rings is fixed to $c$. On the other hand, the coarse model vector is defined by the values of the equivalent circuit model elements, i.e. $x_c = [L, C, L_c, C_c]$.

Space Mapping is an iterative process, where a new mapping function $P(j)$ is estimated at each iteration $j$. The algorithm converges when the new realization suffices:

$$ \| R_f(x_f^{(j+1)}) - R_c(x_c^*) \| < \eta $$

with $\eta$ a fixed small positive constant ($\eta \to 0$), and $x_c^*$ is the target coarse vector which describes the target solution response. The optimal set of parameters for the fine model is determined by inverting $P(j)$:

$$ x_f^{(j+1)} = (P(j))^{-1}(x_c^*) $$

In the aggressive space mapping approach, the solution is found by minimizing the error function $f$:

$$ f(x_f) = P(x_f) - x_c^* = 0 $$

If we call $x_f^{(j)}$ the solution at the $j$-th iteration, the next iterate $x_f^{(j+1)}$ is obtained:

$$ x_f^{(j+1)} = x_f^{(j)} + h^{(j)} $$

where $h^{(j)}$ is the quasi-Newton calculated according to:

$$ h^{(j)} = -(B^{(j)})^{-1}f^{(j)} $$
Space Mapping (SM) is a smart way to reduce the computational cost of the optimization process. In the tool proposed (two-step aggressive space mapping) is used in order to:

a) Determine if the target response is implementable (convergence region estimation);
b) Obtain the final topology.

being $B^{(j)}$ an approximation of the Jacobian matrix $J$ of the function $f$ with respect to $x_f$ at the $j$-th iteration. The mapping matrix $B^{(j)}$ is properly updated according to the classic Broyden formula as follows:

$$B^{(j+1)} = B^{(j)} + \frac{f^{(j+1)} - f^{(j)}}{h^{(j)}} h^{(j)T} h^{(j)}$$

being the super-index $T$ used to denote transpose. Since the calculation of $h^{(j)}$ requires the inverse of $B^{(j)}$, it is more convenient to have the same number of parameters in each model, being $B^{(j)}$ a square non-singular matrix. Therefore, in the application examples if the number of geometrical parameters that define the structure is bigger than the number of circuital parameters of its corresponding equivalent circuit model, some of the physical dimensions are considered as fixed values (e.g. diameter of via) or proportional to other geometrical variables included in the optimization process. Another issue is related to the initialization of $B$. The classical initialization of the ASM algorithm with the $B$ matrix equal to the identity is not used, since different kinds of variables are handled (i.e. physical and electrical ones). A numerical derivative based approach (i.e. a finite difference scheme) is used instead, as described in [16].

The stopping criterion is modified, and instead of using the error function defined in (5), the normalized error function defined for each component $k$ as follows:

$$f_{norm}^{(j)}[k] = \frac{P(x_f^{(j)}[k] - x_c^*[k])}{x_c^*[k]}$$

is used instead. Then, the norm-2 of the error function $f_{norm}$ is computed.

3.2 ASM Pre-optimization

The implementable layouts of CSRRs or OCSRRs based lines are limited to certain combinations of the element values of the circuit models (LC tanks). Despite some efforts to establish those limits had been realized in the literature [18], there is not a systematic procedure to determine them. We have proposed a method, consisting on the estimation of a convergence region (values that

![Figure 4](https://example.com/figure4.png)  
*Figure 4. Illustration of the flow-diagram of the ASM algorithm with constrains.*
For each combination of the limiting values of \( H \), hence, given a pair of realizable values for \( \phi \) a microstrip line with reasonable width and length results. It will be physically implementable as long as these values are not too extreme, and the following error by means of a least-squares procedure:

\[
f_{\text{error}} = \sum_{j=1}^{N_v} (z_j - f_{\text{polynomial}}(L_C, C_C))^2
\]

where the subscript “\( j \)” is the vertex number, and \( N_v \) the number of vertexes of the convergence region.

### 4. Application Examples

As a validation of the proposed design methodology, different application examples have been designed, fabricated, and measured. Further details can be found for the first two examples in [20], and for the last one in [22].

#### 4.1 Band-stop filter based on CSRR-loaded transmission lines

A band-stop filter that consists of cascading different unit cells of type 1 (Fig. 1.a), is considered for the first example (3 cells). As it can be seen in Fig. 6, transmission line sections were inserted between adjacent cells (approximately \( 3/4 \) of the CSRR external radius) in order to avoid -or minimize- the coupling effects between the adjacent cells that the equivalent circuit used does not take into account.

Since the central frequency of the stop-band is aimed to be 2.45 GHz, the transmission zero frequency (\( f_z \)) is set to that frequency value for one cell. The other cells involved in the design have similar target responses, and therefore very close transmission zero frequencies (i.e. 2.36 GHz and 2.53 GHz). Thus, the optimal coarse solutions for the three cells were forced to be placed in the same convergence region (i.e. with the same target parameters \( L^* \) and \( C^* \)), as it can be observed in Table 1.

The layouts of the cells obtained following the proposed algorithm are summarized in Table 2, including the number of iterations needed to find the solution with ASM full-optimization and global normalized errors (all under 1%).

The measured filter response (solid black trace), the EM simulated response (green dot-dot-dash line) and the circuitual model response (blue dash line) are displayed together for comparison in Fig. 6.c. The measured rejection level is better than 20 dB within a frequency band of 345 MHz. These results are in good agreement with the ones predicted by simulation in the band of interest, even

---

**Figure 5.** (a) ASM Pre-optimization diagram used to determine the convergence region. (b) Convergence region for a target \( \mathbf{x}_{c-cr} = [L^*, C^*] = [5.08 \text{nH}, 4.43 \text{pF}] \), using as substrate Rogers R03010 \((h=1.27 \text{mm}, \varepsilon_r=10.2)\).
some discrepancies are observed in the out of band frequency range (they can be attributed to fabrication tolerances).

4.2 Dual-band Power Divider based on CSRR-gap-loaded transmission line

The second example is a dual-band power splitter based on a dual-band impedance inverter, implemented by means of a cell of type 2 (Fig. 1.b), as depicted in Fig. 7. To achieve the dual-band functionality, the inverter must provide a phase shift of -90 and +90 degrees at the design operating frequencies, \( f_1 \) (0.9 GHz) and \( f_2 \) (1.8 GHz), respectively. Therefore, the composite right/left handed behaviour of the structure is exploited, being \( f_1 \) located in the left-handed region and \( f_2 \) in the right-handed region. As it can be observed in the schematic, two transmission line sections (of characteristic impedance \( Z_a = 35.35 \Omega \)) were added to the input and output ports of the proposed cell due to practical implementation reasons. The initial calculated element values led to a not implementable solution in that technology (CSRR-based cell), so these values were out of the convergence region. The final target circuital values of the proposed design are summarized in Table 3.

The physical dimensions of the unit cell (CSRR-based with T-shape gap), obtained with the two-step algorithm proposed are collected in Table 4. The width of the line sections is 1.127 mm, corresponding to the indicated characteristic impedance \( Z_a \) in the considered substrate RO3010. The fabricated prototype is depicted in Fig. 7.b.

| Cell \( f_2 \) | \( l \) [mm] | \( W \) [mm] | \( c \) [mm] | \( d \) [mm] | Iter. No. | \( || f_{\text{norm}} || \) |
|---------------|-------------|-------------|-------------|-------------|----------|-------------------|
| 2.36 GHz      | 5.93        | 2.16        | 0.28        | 0.25        | 3         | 0.0074            |
| 2.45 GHz      | 5.91        | 2.23        | 0.34        | 0.27        | 1         | 0.0055            |
| 2.53 GHz      | 5.93        | 2.25        | 0.34        | 0.33        | 5         | 0.0069            |

Table 2. FINE PARAMETERS FOR THE FINAL LAYOUTS, ITERATION NO. AND NORMALIZED ERROR
The frequency responses of the synthesized power divider are shown in Fig. 7.c, where optimum matching occurs at $f_1$ and slightly below $f_2$. However, the phase shift and the characteristic impedance at $f_2$ are reasonably close to the nominal values, so it is expected that the functionality of the power divider at that frequency is preserved. The differences observed at high frequencies (in the right-handed band) can be attributed to the coarse model used that is degraded as frequency increases, but not to the proposed design methodology. In order to achieve better results, a more accurate circuit model at high frequencies should be used.

### 4.3 Bandpass filter based on OCSRR-loaded transmission lines

As final example, a 3rd-order bandpass filter based on shunt resonators coupled through admittance inverters is presented. The filter layout, is shown in Fig. 8.a, as well as the equivalent circuit where the inverters are already replaced by $\lambda /4$ lines (being $\lambda$ the wavelength at the filter central frequency) of characteristic impedance 50 Ω. The limited functionality of these transmission lines as admittance inverters (narrow band operation) prevents from obtaining the ideal response at the schematic level. Also the ideal response is altered by the transmission zeros related to the inductances $L_{sh}$, which improve filter selectivity, see section 2. Therefore, the frequency response of the filter roughly corresponds to a 3rd-order Chebyshev bandpass filter with a central frequency $f_0=2$ GHz, a fractional bandwidth $FBW=30\%$, and in band ripple of 0.01dB. The calculated target values for a commercial substrate Rogers RO3010 are summarized in Table 5, as well as the corresponding resonance and transmission zero frequencies.

Using the ASM-based synthesis tool (but in this case without determination of the convergence region), we have determined the dimensions of the OCSRRs cells. Those dimensions are shown, together with the number of iterations needed to synthesize them and the normalized final error (all under 1.3%) in Table 6. The width of the slot rings was fixed to $c=0.25$ mm, and the dimensions of the strip line that models the $\lambda /4$ inverter (electrical length 90° at the central frequency $f_0$) are $w_0=0.211$ mm and $l_0=14.94$ mm.
The agreement between the target (schematic) response and the EM simulation of the synthesized layout is good (losses are not included). In this case, no coupling effects are observed since the unit cells are already sufficiently spaced. However, a spurious band appears due to the fact that the frequency location of the characteristic transmission zeros of the OCSRRs were not considered during the first initial design. The identified spurious band can be avoided by properly designing the OCSRR cells, meaning that all the transmission zeros have to be located at the same frequency.

Recently we have also developed an algorithm able to implement filters automatically, starting directly from filter specifications and not from the circuit schematic as done till now (following aggressive space mapping techniques) [23]. One of the most relevant aspects of this new algorithm is the capability to compensate (in the design stage) the bandwidth reduction and ripple level degradation traditionally caused by the non-ideality of real inverters. In such a reference, a wideband bandpass filter using shunt connecting stepped impedance resonators (SIRs) and grounded stubs coupled through admittance inverters was completely designed following this ASM-based procedures. We have applied similar techniques to other transmission lines based on metamaterial concepts, particularly to the OCSRR-loaded transmission lines considered in the last example, with very good and promising results that have not been published yet.

5. Conclusions and future work

An automated design tool based on aggressive space mapping (ASM) has been proposed and developed. In contrast to other optimization algorithms, we are able to predict whether a given set of element values of the equivalent cir-

| Table 5.-OPTIMAL COARSE SOLUTIONS, REFLECTION AND TRANSMISSION ZERO FREQUENCIES |
|----------------|----------------|----------------|----------------|----------------|----------------|
|                | \(L_p\)[nH] | \(C_p\)[pF] | \(L_{sh}\)[nH] | \(f_0\)[GHz] | \(f_z\)[GHz] |
| C1, C3         | 1.813        | 3.479         | 0.472          | 2             | 4.408         |
| C2             | 1.143        | 5.568         | 0.517          | 2             | 3.558         |

| Table 6. - FINE PARAMETERS, ITERATION NO. AND ERROR FUNCTION NORMS |
|----------------|----------------|----------------|----------------|----------------|----------------|
|                | \(r_{ext}\)[mm] | \(c\)[mm] | \(d\)[mm] | Iter. No. | \(|f|\) | \(|f_{norm}|\) |
| C1, C3         | Initial \(x_f^{(1)}\) | 4 | 1.34 | 0.46 | 1 | 8.4542 | 2.5061 |
| (\(c=0.20\)mm) | Final \(x_f^{(6)}\) | 2.27 | 0.95 | 0.70 | 6 | 0.0175 | 0.0100 |
| C2             | Initial \(x_f^{(1)}\) | 4 | 1.01 | 0.28 | 1 | 7.5932 | 2.6800 |
| (\(c=0.20\)mm) | Final \(x_f^{(9)}\) | 2.72 | 1.84 | 0.75 | 9 | 0.0123 | 0.0122 |

Figure 8. (a) Equivalent circuit and schematic layout of the bandpass filter (b) Manufactured prototype in Rogers R03010 \((h=0.254\) mm, \(\varepsilon_r=10.2)\). (c) Frequency response of the scattering parameters (in magnitude).
circuit model of the target unit cell is physically implementable or not (convergence region determination). The main building blocks of the algorithm have been explained. Furthermore, different examples (including manufactured prototypes and measurements) that fully validate the utility and potentiality of the proposed tool have been discussed.

Nowadays we are working towards the application of similar algorithms to other unit cells (e.g. SRRs in coplanar transmission line), other planar technologies (SIRs, slow wave structures, etc.), and more complex designs. Other interesting research line initiated is the development of an unattended automated tools, in other words obtain the physical dimensions of the filter from given specifications.
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