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Abstract
This paper addresses the modelling of the ra-
dioelectric properties of wireless terminals, tak-
ing into account the numerous sources of vari-
abilities which can be encountered in a real use 
context. After an introduction about the major 
issues, it first concentrates on antenna statisti-
cal modelling and secondly on the combina-
tion of terminal and radio channel variabilities. 
Antenna statistical modelling is tackled through 
a small signal approach which is valid when the 
randomness is “small” and also more generally 
by using modal expansion methods for the elec-
tromagnetic fields, which allows carrying out 
the statistical analysis on the parameters of the 
modes. Combined terminal and channel mod-
elling is approached by analysing the statistics 
of the “effective gain” of the terminal in its local 
propagation context and by modelling it with 
simple and suitably approximate distributions 
such as the lognormal.

Keywords: Antennas, mobile communications, 
wireless terminals, statistical modelling, radio 
channel.

1. Introduction
Traditionally, antennas are designed, simulated 
and measured in isolation, i.e. in a rather ideal 
case which is not realized when the antenna is 
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used in practice. More or less strong disturbanc-
es appear on the antenna characteristics when 
the true ground plane and the casing are taken 
into account or when electromagnetic objects 
are present in the vicinity of the antenna. While 
some of these disturbances can properly be 
computed using deterministic techniques, oth-
ers are highly variable by nature and do not lend 
themselves easily to deterministic modelling. 
Most generally these effects are just ignored or 
described very roughly by assuming an ad hoc 
gain margin. However the growing complexity 
of nowadays wireless communication systems, 
the greater variability of application contexts 
and the greater needs for enhanced perform-
ance plead for better taking into account the ter-
minal in the performance evaluation of physical 
layer schemes and of radio access networks in 
general. Thus advanced approaches intended to 
achieve a trade-off between complexity and ac-
curacy are needed. Statistical methods provide a 
suitable framework for this purpose, since they 
intend to condense this complexity into a small 
number of statistical quantities, such as mo-
ments of distributions functions. In this section 
we address such issues, by first concentrating on 
the statistical modelling of antennas themselves, 
then by including the radio channel variability 
in order to combine both antenna and channel 
variabilities into a single statistical description of 
an antenna in its local propagation environment.
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na, as close disturbances both increase the com-
plexity and much affect the antenna behaviour. 
Last but not least the quality criteria for statistical 
antenna modelling were also addressed. The sta-
tistical approach for antennas is part of a general 
trend and progress nowadays as regards the incor-
poration of uncertainty in electromagnetism [3].

2.1 Small signal analysis
The input-output relation embodies the com-
plex electromagnetic phenomena involved 
in the change of output characteristics with a 
modification of the input variables. This relation 
may be (highly) non linear if the input param-
eters vary widely. In the work [4], a small signal 
analysis of the input-output relation is carried 
out, whereby the author expresses the output 
variables as a Taylor expansion of the vector of 
input variables:

 
 

[1]

where a is the fixed vector of “nominal” param-
eters, Δa is the random vector of perturbations,  
Δat stands for its transpose, and Δg is the hes-
sian. To the first order, any output variable is 
Gaussian distributed if the input variables are 
Gaussian distributed and independent. The de-
viation to Gaussianity is observed for large input 
parameters variations or when the output varia-
ble is e.g. close to an extremum, which requires at 
least 2nd order expansion and leads to asymmetric 
distributions. An example is shown in Figure 3 for 
the return loss of a dipole at the frequency of 0.9 
GHz where the dipole is imperfectly matched and 
at 1.04 GHz corresponding to excellent matching 
(minimum return loss). The computation of the 
expansion coefficients may require a large data-
base of antennas for sufficient accuracy. Through 
a suitable choice of the input variables vectors, it 
is possible to minimize the size of this database 
(minimal set) or alternatively to increase the ac-
curacy (full set), see e.g. Figure 3.

2.2 Statistical analysis and modelling using 
parametric models
Multidimensional models of the Far Field (FF) 
radiation characteristics of multiband, wide-

band or UWB antennas – i.e. frequency (or time) 
and angular dependent – or Multiple Antenna 
System (MAS), can be particularly useful in the 
context of end-user applications, mainly com-
munications – i.e. involving small size anten-
nas and/or terminals – provided they are both 
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statistical models of antennas in their use context 
is all but a simple problem. Several general issues 
have been discussed in [2], such as the relevance 
of categorizing antennas through major antenna 
characteristics. Another question is the choice of 
the maximum distance within which disturbing 
objects may be considered to be part of the anten-

Generally speaking, a statistical model can be 
seen as an input-output relation: the input in-
cludes the set of stochastic variables which con-
stitutes the input stochastic space and the mul-
tivariate law of probability for these variables. 
This law may factorize if the various variables are 
independent, but most often this will not be the 
case. For instance if the size of a casing is allowed 
to vary widely, the length and width will not be 
entirely independent. In this case, a suitable 
choice or transformation of the input variables 
may be useful, such as keeping the length but 
using the aspect ratio rather than the width. The 
output is the set of antenna characteristics of 
interest, together with their probability density 
function (PDF). In the general case again, these 
characteristics will not be independent. The in-
put-output relation embodies the complex elec-
tromagnetic phenomena involved in the change 
of output characteristics with a modification of 
the input variables. 

2. Statistical antenna 
modelling

In this part we address the elaboration of statis-
tical methods accounting for the variabilities of 
antenna characteristics. Early works in another 
context have been carried out a long time ago 
already, although not very much popularized [1]. 
However, providing representative and simple 

  Figure 1. A view of wireless terminals in contact with their immediate environment.

  Figure 2. Input-output relation between random terminals parameters and the antenna quantities of 
interest.
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  Figure 3. Satistics of a dipole reflection coeffi-
cient at 0.9 GHz (top) and 1.04 GHz (bottom).
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  Figure 4. DFMM design (left) and DFMM design parameters (right).

  Figure 5. DFMM statistics: 1st poles scatter plot (SEM for P = 12).

  Figure 6. DFMM statistics: empirical means and dispersion of fp (SEM for P = 12) 
and quadratic fit. Table 1. Natural frequencies empirical mean (DFMM “class”)
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For a considered generic design (e.g. the DFMM§, 
Figure 4, [17], [18], [19], [20]) a representative 
statistical set is generated from EM simulations 
(WIPL-D® here), and each realization is submitted 
to the abovementioned process and represent-
ed by its parametric model dataset .
For example, a model with P = 12 poles and a 
truncation to order N = 5 of the SMEM – corre-
sponding to a convenient tradeoff between or-
der reduction and accuracy (TMSE) – gives a data 
compression rate of 99.67 % (compression ratio 
of ~300), considering the initial simulated data-
set of 129 600 complex parameters (ATF of 200 
frequencies x 18 elevations x 36 azimuth) and 
the model dataset of NT = P/2 + PN(N+2) = 426 
complex parameters.

where g = s/c (= jk in the harmonic case), r is the 
radial vector, r̂ the unit radial vector (“r̂ = (θ,φ)” 
in the functions argument), and ƞ0 the free space 
impedance.

Applying the SEM and the SMEM to the FF, it has 
been shown in [13] that, by linearity, the ATF – and 
the Antenna Impulse Response (AIR), given by in-
verse Fourier Transform – can be expanded as:

[3]

  

[4]

where {sp} is the set of poles,  are the vec-
tor spherical wave functions with u = {1, 2} = {TE, 
TM} [13], and  is the set of modal residues 
(for the pole p and the TM or TE (n,m) mode). It is 
assumed here that all the poles‡ sp=σp ± jωp are 
complex, hence appearing in conjugate pairs (as 
the AIR h is real). The modal residues verify the 
general relationship  
[6] where p* is the index of the conjugate pole 
of index p; so that the total number of com-
plex parameters NT of the truncated repre-
sentation is NT=P/2 + PN(N+2) ~ PN(N+2). 

Note that NT is considerably smaller than the ini-
tial dataset {H(fn,qq,jm)}|n=1,…Nf, q=1,…Nθ, m=1,…Nφ. The 
modelling procedure is as follows: 1. The ATF 
H(f,r̂) is computed in the Frequency Domain (FD) 
from Electromagnetic (EM) simulations of the FF, 
2. The AIR h(t,r̂) is computed from H by inverse 
Fourier Transform, after, if required, appropriate 
processing (windowing, etc.), 3. The SEM is ap-
plied to h to extract the first P dominant poles {sp} 
and their residues Rp (r̂), with the Generalized 
Matrix-Pencil (GMP) algorithm [14]-[16]. 

The modal residues are computed with the 
SMEM of the preceding residues, with a trunca-
tion to order N, and 5.The modelled ATF is re-
constructed following “backward” the previous 
procedure, and the Total Mean Squared Error 
(TMSE) is assessed. The “free” parameters P and 
N are chosen according to a predefined TMSE 
threshold during the preliminary step of the 
parametric modelling of the initial design –gen-
erally optimized under usual design constraints 
such as matching threshold, bandwidth, radia-
tion characteristics, etc.

C = 
0.0194 -0.0006 0.0759 0.0457 0.0489 0.0491

-0.0006 0.0247 -0.0439 0.0132 0.0462 -0.0667

0.0759 -0.0439 0.6554 0.1543 0.2645 0.4426

0.0457 0.0132 0.1543 0.5556 0.4323 0.4168

0.0489 0.0462 0.2645 0.4323 0.6314 0.4231

0.0491 -0.0667 0.4426 0.4168 0.4231 1.0164

simple and realistic. Such models can advanta-
geously replace in various kind of simulations 
(e.g. at the radio link level or in ray tracing solv-
ers, etc.) excessively simplistic, but inaccurate, 
models – such as a simple scalar figure, often a 
“mean gain” – or complete models (or measure-
ments) both excessively heavy and unnecessar-

ily precise. As previously pointed out, the topic 
is manifold: the modelling of all FF radioelectric 
properties of single UWB (or multiband) anten-
nas (belonging to various antenna “classes”) with 
an extremely “light” database and at a low com-
putational cost [6], [7], [8], is addressed hereafter.
An indirect approach is used here to reduce 
the complexity of the statistical analysis, which 
is applied to the parameters extracted from a 
parametric modelling based on a drastic order 
reduction technique: the Singularity Expansion 
Method (SEM) [9], [10] and the Spherical Mode 
Expansion Method (SMEM) [11]. This is an alter-
native to the direct approach in which the statis-
tical analysis is directly applied on “primary” rele-
vant radioelectric quantities such as the antenna 
efficiency, directional gain or transfer function 
(more general for UWB antennas), etc. 

To build up the stochastic population of anten-
nas, several generic designs are considered. A 
“generic design” is the union of a geometry rep-
resented by a set of design parameters and of 
the space these parameters are allowed to span. 
For each generic design, a Monte Carlo analysis 
is performed: NA “antenna realizations” are gen-
erated from random shots of the design param-
eters (assuming an a priori probabilistic model, 
often uniform or Gaussian for the independent 
parameters). These antennas are then electro-
magnetically simulated, and some of their prop-
erties – with relaxed constraints w.r.t. the initial 
(optimized) design – are verified: for example, 
samples which are not sufficiently matched (an-
tenna reflection coefficient S11 above an a priori 
threshold, -6 dB e.g.) or present an insufficient 
realized gain (Gr below a threshold, 0 dBi e.g.) 
are considered outliers and discarded (and re-
placed by a new random shot if required). The FF 
radiation characteristics of any passive antenna 
can be fully represented by its Antenna Transfer 
Function (ATF), defined here as [12]:

[2]

  Figure 7. DFMM statistics (SEM for P = 12): probability plots (left) and CDFs (right) of natural frequencies fp.

  Figure 8. DFMM statistics: randomly generated samples for fp (from correlated 
model).
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y = 0.26*x2 + 0.79*x + 0.61

  Figure 9. DFMM statisics: damping factors ξp. Inverse Gaussian fit model.
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  Figure 10. DFMM statistics: normalized modal residues . 
Inverse Gaussian fit model.
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p
Moments

m s²

1 0.023 4.0 10-5

3 0.003 3.3 10-6

5 0.010 5.9 10-5

7 0.007 3.1 10-5

9 0.004 6.2 10-6

11 0.006 1.1 10-5

  Table 2. Natural frequencies: Estimated parameters (DFMM “class”)

Estimated parameters

Pole 
n°

Normal Weibull

µ σ LL a b LL

1 1.628 0.139 54.06 1.688 14.525 59.20

2 3.176 0.157 42.34 3.251 21.228 36.77

3 5.591 0.810 -116.6 5.934 8.052 -115.7

4 7.915 0.745 -108.6 8.217 14.623 -97.0

5 10.897 0.795 -114.8 11.240 17.874 -107.2

6 14.996 1.008 -137.9 15.406 21.427 -123.1

‡Related to natural frequencies fp = ℑm(sp)/2π) and damping 

factors ξp = -Re(sp) / |sp|= -σp / |sp|.

§Dual-Fed Monopole in Microstrip technology.
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First, the poles are analysed: Figure 5 is a scat-
ter plot of the P/2 (= 6) first ones (with positive 
natural frequencies fp = ℑm(sp)/2π). The empirical 
distribution of the natural frequencies are then 
analysed and fitted with several models: their 
empirical means are given Table I.

Figure 6 shows the fp empirical means and dis-
persión. To further reduce the number of model 
parameters, a quadratic fit as a function of the 
pole index is also proposed: 

< fp > = a (p-1)² + b(p-1) + <f1>

 [5]

To fit the empirical distribution, several mod-
els are tested, in particular Normal, Weibull and 
Nakagami. The probability plots and CDFs are 
presented in Figure 7: CB (95%) gives the confi-
dence bounds for the normal fit. The parameters 
of the models are evaluated with the Maximum 
Likehood Estimation (MLE) method and the 
Akaike information criterion (AIC) is used (rather 
than a hypothesis test) for selecting the best 
model among the chosen set. For the fp , Weibull 
is generally the winner although the normal fit 
performs also well most of the time (Figure 7).

In adfdition, it is clear that the frequencies fp are 
significantly correlated so that 2nd order statistics 
are required; the covariance matrix C is comput-
ed from the following data:

In practice, implementing this model involves 
generating P/2 correlated normal variables (for 
each pole pair) Yp. This can be done from a nor-
malized (unit mean and variance), uncorrelated, 
Gaussian vector X, introducing the Cholesky de-
composition of the covariance matrix C, and the 
vector Mfp of mean values, as follows:

Y = X×chol(C) + Mfp

[6]

Mfp being given in Table I (or from Eq. 5) and C 
provided above. Figure 8 gives an example of 
random shots generated from this model (which 
should be compared to Figure 6). The statistics of 
the damping factor and first modal residues are 
given in Figure 9-Figure 11.

Note that, to achieve a complete model, the sta-
tistical laws (PDFs and correlations) of all the pa-
rameters, which are complex, should be known: 
first, whether the statistics should be considered 
regarding a modulus/phase or real/imaginary 
parts representation – or any other of repre-
sentation, normalized or not – is still under in-
vestigation; secondly, it is obvious that – like the 
natural frequencies – the damping factors on 
one hand and the modal residues on the other 
hand are strongly correlated (at least as regards 
the phase) requiring the computation of several 
covariance matrices. This has been partly done 
in [8] for the simpler case of a class of omnidi-
rectional antennas, which require many fewer 
parameters.

3. Combining antenna and 
 channel randomness 

While in the previous paragraph the analysis 
bore on the antennas as such, a series of works 
carried out within COST 2100 intend to describe 
the effective antenna system behaviour in its 
local environment. From a utility perspective in-
deed, a terminal antenna is always operating in 
a local propagation environment and both fully 
determine the characteristics and performance 
of the radio link. For that reason, these works 
intend to provide an effective antenna termi-
nal performance from the radioelectric point of 
view, which implies to account for the propaga-
tion characteristics in addition to those of the 
antenna.

In the work [5] and more completely in [21] the 
author addresses this problem in the context of 
cognitive radio simulators, which need to take 
into account a wide spectrum domain. The ef-
fective gain (EG) combines the angular and po-
larization characteristics of the local propaga-
tion and of the antennas through the following 
definition:

 

[1]

where AnH , AnV  are normalized amplitudes of 
path n in H and V polarizations incident on the 
terminal, with antenna gains GrH,n and GrV,n  in 
the incoming directions. This equation express-

The effective  
gain  (EG)  
combines  the 
angular  and 
polarization 
characteristics 
of the local 
propagation 
and of the 
antennas

cially when there are obstructions, the lognor-
mal distribution may be anticipated as a good 
candidate for the EG statistics. This is shown in 
Figure 12, where the CDF of the EG over ~1.5 to 
6 GHz every 500 MHz is shown for a simulated 
PC. The comparison with a perfect lognormal 
distribution is indeed quite acceptable. In the 
case of the handset, the mean EG and its spread 
are shown in Figure 13. The camel like structure 
highlights the dual band performance, with 
peak values of the mean EG on the order of -10 
dBi. This small figure has three main origins: i) 
the imperfect matching between the antenna 
radiation lobes/polarization and the channel 
wave angles/polarization ; ii) the masking effect 
by the head which may hide the antenna from 
powerful paths ; iii) the head and hand absorp-
tion and antenna detuning which reduces the 
total antenna efficiency. However the spread of 
~5 dB shows that large deviations on EG around 
its mean can occur, due to the various sources of 
randomness. The root mean square error (RMSE) 
between the true distribution and the lognor-
mal model is also shown, being smaller than 1 
dB in most cases.

This approach was also applied to an electro-
magnetically simulated laptop PC [24], without 
or with the presence of a human body. The vari-
ous masking effects produced by parts of the 
laptop itself or by the body result in more or less 
thick tails in the CDF of the EG, which may pre-
vent a proper fitting by a single lognormal distri-
bution. In such a case a mixture of distributions 
is more appropriate, e.g. a mixture of Gaussian 
distributions applied to the EG expressed in dB, 
which is a generalization of the simple lognor-
mal. Through this slight complication enhance-
ment, the RMSE between the true distribution 
can again fall well below 1 dB, which can be 
considered very sufficient for many needs. This 
can be seen on Figure 14, computed for three 
types of channels (indoor NLOS, urban LOS and 
highway LOS).

es EG as a simple sum of received powers and it 
implies that interference terms between multip-
aths are neglected in order to express long term 
averaging of the inter-path interferences. From 
the definition of EG, it is clear that a hypotheti-
cal isotropic antenna with unit gain on both po-
larizations verifies EG=1 whatever the channel. 
Both the path powers and the antenna gains 
are considered as random variables, thus EG is 
stochastic in nature and need be statistically de-
scribed. It is indeed possible to statistically ana-
lyse and model the global antenna-channel be-
haviour of the radio terminal in its environment, 
by incorporating both the stochastic character 
of the terminal and of the channel. In [21] this 
has been done for a few examples of terminals 
and channels. Personal computers (PC) with an 
ultra wide band (UWB) antenna have been inves-
tigated through electromagnetic simulations 
on one hand and commercial dual frequency 
handsets have been measured on the other. In 
the former case both the position and the ori-
entation of the antenna have been randomly 
varied, together with random variations of the 
size of the PC casing and screen. For the latter, 
the orientation, tilt and distance to head of the 
handset have been scanned over a small dis-
crete set. Radio channels have been described 
using a subset of the WINNER channel model 
[22][23], providing the angular power spectrum 
and the cross-polarization discrimination and 
allowing to generate suitable stochastic reali-
zations of the channel. Such characteristics are 
related to the type of local environment (such 
as indoor, urban LOS or NLOS etc.), according to 
the WINNER channel model or other standard-
ized models. 

As a result of the stochastic character of both 
the terminal and the local propagation, EG is a 
random variable whose statistical distribution is 
obtained after combining the terminal random-
ness and the propagation randomness. Since 
both are affected by strong variations espe-

  Figure 12. Statistics of the effective gain every 500 MHz for a desktop PC ; left : original data ; right : best fit lognormal distribution
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  Figure 11. DFMM statistics: normalized modal residues  . Inverse 
Gaussian fit model.
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6. Summary and conclusions

In this work we addressed the modelling of com-
plex antenna behaviour in the context of wire-
less terminals operation, taking into account 
or not the electromagnetic close disturbances 
and the local propagation context. A statistical 
approach is a natural way to describe this com-
plexity in the manner it is commonly done for 
radio channels.This implies to model the statis-
tics of the considered input parameters and of 
the input-output relation in order to properly 
describe that of the output parameters. For this 
purpose it is necessary to have the availability of 
a database of the relevant antenna characteris-
tics, obtained from electromagnetic simulations 
or from measurements. Since the size of this 
database need be carefully chosen, as it affects 
the accuracy of the extracted statistical distribu-
tions, a special attention will have to be given 
to efficient methods for this extraction in order 
to maximize the accuracy to size ratio. In this 
paper, a few examples of the statistical analysis 
of antenna behaviour have been presented. As 
regards the intrinsic antenna behaviour, it has 

been shown that parametric modelling of the 
antenna electromagnetic behaviour was a useful 
intermediate step, as it provides a strong com-
pression of the amount of data, especially when 
the antenna possesses a high symmetry. As re-
gards the effective radioelectric performance of 
wireless handsets in voice call mode use case, it 
has been shown that using a simple model of the 
local radio propagation combined with the full 
radiation behaviour of these terminals resulted 
in an approximately lognormal distribution of 
the effective gain, which could be well approxi-
mated together with its frequency dependence. 
In another example (personal computer), the 
statistics are not lognormal but exhibit signifi-
cant low gain tails, which clearly stem from to 
the masking influence of the user person.

From these results, we conclude that a statistical 
approach of antennas behaviour in complex use 
cases is both feasible and provides useable mod-
els for the advanced description of antenna sys-
tems in wireless networks. Future work will need 
to address more use cases, a variety of types of 
antennas and radio terminals, the exploitation 

of these models towards performance evalua-
tion of physical layer techniques and wireless 
systems and the finding of methods to maximize 
the distribution accuracy/database size ratio.
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  Figure 13.  Handset on a phantom head (left) and corresponding EG vs. frequency computed for an urban 
LOS channel.

  Figure 14.  PDF of the EG for a laptop without (left) or with (right) the presence of a human body, for three 
different channels. The full line is the true PDF and the dashed is the mixture model.

the  spread of  
~5  dB  shows  
that large  
deviations  on  
EG around  its 
mean can occur, 
due  to  the 
various sources 
of  randomness
to be put at the 
appropriate 
places
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