
Abstract

This paper presents an evaluation of four video codecs,
H.264, HEVC, VP8 and VP9. The evaluation focuses on a
video encoding platform for an entertainment system for
vehicles. The paper describes the differences between the
four codecs as well as the main methodologies and metrics
used to evaluate the performance of video codecs. Results
include both objective metrics and subjective metrics. The
objective evaluation results show that although VP9 can
achieve the best trade-off between PSNR and bitrate, only
the H.265 and H.264 implementations meet the real time
encoding requirement with sufficient video quality. Finally,
the subjective evaluation –conducted with simulation
software that emulates viewing conditions inside a
vehicle– shows no evidence to support the choice of H.265
over H.264.

Keywords: video coding, H.264, HEVC, VP8, VP9, Quali -
ty of Experience (QoE)

1. Introduction

Public transport services like coaches, trains or boats,
need to provide their customers with added value
services in order to differentiate their service from the
competition. In this context, entertainment systems –
gathering services like Internet access, Video on Demand
and live television and radio– help passengers spend the
time of the journey more comfortably and represent a
great asset in any public transport vehicle. 

In these entertainment systems, the requirements for
video encoders are quite challenging and must be taken

into account when choosing the right video encoding
technology. One differentiating feature of an on board
entertainment system is to allow access from user devices
like laptops, tablets and mobile phones to the platform.
Passengers are used to interact with their devices during
the journey and therefore they are eager to access the
platform through them. This constrains video encoding
technology and formats to those compatible with
consumer electronic devices. In addition to this, video
distribution needs to be wireless, normally through a Wi-
Fi network installed in the vehicle. In order to ensure a
good Quality of Service, the video encoding technology
needs to provide a good trade-off between bitrate and
video quality. Furthermore, offering live television means
that the video needs to be encoded in real time.

Taking these requirements into account, this paper shows
in section 2 the state of the art of video encoders for
consumer electronics. Later, section 3 describes the main
metrics used to evaluate the trade off between rate and
distortion of video encoding technologies. Later, some
test sequences encoded with different video encoding
technologies are evaluated and the results are analyzed,
in order to determine which is the best technology for
the case under study.

2. State of the art

2.1 Introduction

Currently, there are several video encoders leading the
market. Specifically, on one hand there is the popular and
proprietary MPEG-4 H.264 encoder and its evolution
H.265-HEVC and on the other hand the free encoders
developed by Google VP8 and its successor VP9.
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Together, these four encoders take up for most of
commercial video applications and consequently they will
be analyzed in this study. Section 2.2 provides a brief
overview of these encoders. 

Later on, the paper evaluates the impact that the
encoding process has on the video quality using different
methodologies. In this context, video quality metrics play
an important role when determining which encoders and
what encoding parameters achieve an optimum
performance in a given scenario. Section 2.3 presents
some of these metrics. Finally, Section 2.4 describes the
software used to conduct the measurements presented
in this article.  

2.2 Video encoders

2.2.1 H.264

The International Telecommunication Union –Video
Coding Experts Group (ITU-VCEG)– and the Moving
Picture Experts Group (MPEG) formed a Joint Video Team
(JVT) in 2001 in order to develop the recommendation
H.264-Advance Video Coding (AVC), or MPEG-4 part 10
[1]. The aim was to improve the performance of previous
standards while keeping the syntax simple. H.264
achieves greater encoding efficiency providing good
picture quality with reduced bitrate. 

The main innovation included in the recommendation is
the definition of a two layer model: the Video Coding
Layer (VCL), representing the encoded video data, and
the Network Abstraction Layer (NAL), providing the
formats for payload and header information for the
transport of encoded video on different technologies or
the storage in different media formats [1].  With this, the
H.264 recommendation covers several video applications,
like digital storage, television broadcasting, video
transmission over IP networks or videoconference,
among others.

2.2.2 H.265

The JVT recommendation High Efficiency Video Coding
(HEVC-H.265) [2] was developed in 2010 and is the latest
video coding recommendation from the JVT group at the
time of writing. H.265 implementations are expected to
improve 50% the video compression of H.264 with the
same picture quality, at the expense of increasing
computational requirements. HEVC is nonetheless very
well suited for online video distribution, since it reduces
the bandwidth requirements and the video is encoded
offline. This is why H.265 has a strong backing from the
Internet media industry. In addition to Internet streaming,
H.265 covers a wide range of video applications, just as
H.264.

2.2.3 VP8

Google acquired On2 Technologies – developer of the
VP7 encoder- in 2010. That very same year Google
released the source code of its evolution, VP8 [3]. VP8 is
based on the decomposition of frames into square sub-
blocks of pixels, the prediction of such sub-blocks using
previously constructed blocks, and the adjustment of
such predictions (as well as the synthesis of unpredicted
blocks) using a Discrete Cosine Transform (DCT). VP8
works only with 8-bit YUV 4:2:0 image formats. Later,
Google developed the open source video container
WebM providing an open source alternative for video
applications. VP8 and WebM are included in the
specifications of HTML5 video and are supported in
applications like YouTube and browsers like Chrome,
Opera, Mozilla and others. 

2.2.4 VP9

VP9 [4], released in 2011, is the evolution of VP8. VP9
was developed to improve 50% the video compression
of VP8 with the same picture quality, as well as improving
the encoding efficiency. A large part of the encoding
efficiency improvements in VP9 come from the
introduction of larger prediction block sizes, super-blocks
of size up to 64x64. This encoder is supported in
applications such as Microsoft Edge, Google Chrome,
Mozilla Firefox, VLC and FFmpeg. Moreover, VP9 is
particularly suited for 4K video streaming applications, as
it can reduce 50% the data throughput. 

2.3 Parameters for video coding evaluation

There are two different families of tests for video quality
assessment, namely subjective tests – using test subjects
to detect artifacts in encoded video sequences– and
objective tests –using algorithms that estimate the quality
of the encoded video.

Regarding the former, the ITU-R BT.500 recommendation
describes several methods to standardize subjective tests,
containing procedures and requirements to choose and
configure adequate displays, select test subjects or
determining optimum test and reference video
sequences. Thus, ITU-R BT.500 provides a methodology
to conduct subjective evaluations in a formal way.

The most representative metric concerning subjective
tests is the Mean Opinion Score (MOS). The MOS is a
subjective metric where test subjects rate the perceived
quality on different video sequences in a scale from 1 to
5, being 5 the best rating. The MOS is then generated as
the average over a set of subjective evaluations provided
by the test audience. The most basic method to obtain
the MOS is known as Single-Stimulus (SS). In this
method, test subjects watch the encoded video once and
provide a rating from 1 to 5. Another method present in
ITU-R BT.500 is referred to as the Double-Stimulus
Continuous Quality Scale (DSCQS). With this method,
test subjects watch both the reference sequence and the
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Video quality metrics play an important role when deter-
mining which encoders and what encoding parameters
achieve an optimum performance in a given scenario.



test sequence twice, but without knowing which ones
are the reference sequences. Later, test subject must
provide a rating to each video sequence. The results of
the DSCQS are represented by the Differential Mean
Opinion Score (DMOS), which is a metric calculated as
the difference between the average MOS rating of the
reference sequence and the average MOS rating of the
test sequence. This way, a negative DMOS implies that
the test sequence was perceived as having better quality
than the reference sequence whereas a positive DMOS
represents quality loss.

Alternatively, there are several objective video quality
metrics in order to assess the quality of video sequences.
The most basic and frequently used metric is the Peak
Signal to Noise Ratio (PSNR). The PSNR computes the
differences between the pixels of each frame in the
reference sequence and the corresponding pixels (in time
and space) of the test sequence. Although the PSNR is a
good metric to evaluate the quality of the encoding
process, the PSNR does not provide a good correlation
with subjective tests in all circumstances. For this reason,
the PSNR alone is not sufficient to assess encoded video
quality. 

The PSNR belongs to one of the two different categories
of objective quality measurements based on references,
named noise based measurements. The other category –
based on perception models– uses human vision system
models in order to determine the perceptual contrast of
reference and test sequences. This perceptual evaluation
of contrast takes into account perceptible changes of
measurable parameters like contrast. Later, other
perceptual characteristics like the relationship between
contrast and luminance between the two sequences are
processed, as well as other properties of the behavior of
the human eye that can mask differences between both
images. This way, metrics compute the differences
between perceptible changes between the reference and
the test sequence, instead of just differences between
pixels. Thus, the difference in the perceptual contrast is
used to perform video quality measurements based on
perception models. Provided that the vision model is
accurate enough, these metrics can achieve a high
degree of correlation with subjective tests. 

Within this category, the Structural Similarity Index (SSIM)
is an alternative method to PSNR to predict subjective
video quality based on a perception model. This is a
closer approach to subjective metrics since the SSIM
accounts for characteristics of the human vision system
that can give little importance to changes in pixel
information, like changes in the luminance.

The Picture Quality Rating (PQR), the predictive DMOS and
the Attention weighted DMOS (ADMOS) are other metrics
based on perceptual models that use more sophisticated
human vision system models. These methods exhibit
higher correlation with subjective tests than the PSNR. The
PQR converts perceptual contrast differences between the
reference and the test video sequences in a value that

represents the ability of the spectator to perceive those
differences between videos, in units called Just Noticeable
Differences (JNDs). This way, the PQR evaluates whether
spectators are able to tell the differences between the test
video and the reference video. For this reason, the PQR is
very well suited for high quality applications like High
Definition TV (HDTV).

On the other hand, the predictive DMOS and the
ADMOS evaluate the impairments between the test
video and the reference video as perceived by spectators.
These impairments are quantified in the same scale from
1 to 5 that is used in subjective test surveys, as described
above. These methods are suited to evaluate wide ranges
of video qualities (unlike PQR which as stated is only
suitable for high definition video). In the scale of DMOS
and ADMOS, values between 0 and 20 represent an
excellent subjective quality, values between 20 and 40
represent an acceptable quality, whereas values in the
range between 40 and 100 represent a bad quality.

The only difference between the predictive DMOS and
the ADMOS is that the ADMOS model implements a
human cognitive component that takes into conside -
ration the area of the scene where spectators will focus
their attention. Therefore, impairments around this area
will have a much greater impact in the ADMOS, whereas
impairments far from the area will have little or no
impact. With this, the ADMOS provides a better correla -
tion with subjective tests and is a reliable alternative as
shown in [5].

2.4 Software for video evaluation

2.4.1 FFmpeg

FFmpeg is an open source software project that contains
programs and libraries to handle both audio and video
flows. FFmpeg allows to convert audio and video into a
wide range of formats. It can convert between arbitrary
sample rates and resize video on the fly with a high
quality polyphase filter. FFmpeg supports several video,
audio, image and subtitles formats, among them: MPEG-
4, H.264, H.265, MP3, AAC, WMA, etc. 

2.4.2 PQA SW

The evaluation of the ADMOS of the different video
sequences has been conducted with the Tektronix PQA
SW. This software allows to estimate with great accuracy
the DMOS of subjective tests conducted with human
subjects. Unlike subjective tests, the PQA SW software
provides an estimation of the DMOS per each frame in
the video sequence, thus giving a better understanding
of which frames or sequences of the video test represent
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a greater challenge to the encoder. The PQA SW
implements a user interface to configure the human
vision system model in a visual manner, from a block
diagram. In this study, the different blocks have been
configured to simulate viewing conditions in an on board
entertainment system. More specifically, the configuration
implements the block diagram shown in Figure 1. 

Each of the blocks represents a configuration element of
the human vision system model used by the software. For
the tests, the display model is configured as an LCD type
display with HD resolution (1920x1080 pixels). This
simulates a display such as a smartphone or a tablet. As
for the environment conditions, the viewing distance has
been set to 3 times the height of the display and the
ambient luminance has been set to 0.25 cd/m2, which
corresponds to a moderate luminance, as can be expected
inside a vehicle. Regarding the perceptual model, the
default configuration simulating the vision model of an
average spectator has been used. Finally, the attention
model applies a 66% attention probability to movement,
a 100% weighting and a 100% attention probability to
the differences between the test and reference sequences. 

3. Methodology

The methodology consists of two main elements: a
qualitative evaluation of the encoders to analyze their
performance and a subjective evaluation to analyze the
impact on the subjective quality. The qualitative
evaluation uses the PSNR to determine the distortion
produced in the video sequence by the four encoders
under study at different encoding rates, while the
subjective evaluation analyzes the impact on the
subjective quality, represented by the ADMOS. In addition
to the PSNR, other important metrics in the evaluation
of the performance of video encoders are assessed, like
the encoding time and the encoding speed.

In order to provide a first approach towards a subjective
study, Table 1 presents a relationship between the PSNR
and the MOS.

The qualitative evaluation uses the FFmpeg encoding
library, version 2.9. Following versions of video encoders
have been used: x264-snapshot-20141218-2245-stable
[7], x265 –obtained from Mercurial on July 2015 [8]– and
libvpx-1.4.0 [9].

The EvalVid framework version 2.7 has been used in order
to compare the quality of the different encoded videos.
Moreover, two different video sequences have been
selected to conduct the objective evaluation. The YUV
formatted videos have been obtained from [10]. The length
of the videos is 10 seconds. The first, big_buck_bunny, is
encoded at 1080p and has 14 315 frames, while the
second video, crowd_run, is encoded in 2K format and has
500 frames. Figure 2 show snapshots of these videos.

                              a) big_buck_bunny

b) crowd_run

Figure 2. Videos used for evaluation.

On the other hand, the subjective study consists of the
evaluation of the ADMOS over a reference video of 30
seconds length (shown in Figure 3). This reference video
has been obtained concatenating 3 different sequences
(news, entertainment programs, sports, etc.) from real
satellite television channels. It is expected that this
sequence provides more representative results of the
encoded video quality.

Finally, it is important to point out that both the qualitative
and the subjective measurements have been performed
using a Dell PowerEdge T110-2 with an Intel Xeon
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Figure 1. Block diagram of PQA SW used for ADMOS evaluation.

         PSNR (dB)                              MOS

              >37                               5 (Excellent)

            31-37                               4 (Good)

            25-31                                 3 (Fair)

            20-25                                2 (Poor)

              <20                                  1 (Bad)

Table 1. PSNR to MOS conversion [6].



processor at 3.5GHz and 32 GB RAM. It is important to
include the specifications of the hardware because they
can have an impact in the evaluation of the encoding time
and the encoding speed. Although a more powerful
hardware platform could provide higher encoding speeds,
the conclusions regarding the comparison of the different
encoders would remain the same.

4. Evaluation

4.1 Objective evaluation

4.1.1 Evaluation of the PSNR

This study evaluates the PSNR obtained by the codecs under
study in a wide range of bit rates, over 2 test sequences.
The evaluation of these two videos is shown below.

Figure 4 shows the evaluation of the PSNR of the video
big_buck_bunny. Figure 5 shows the same results but in
the range from 0 to 2 Mbps, which are the typical range
of bitrates used for coding. Moreover, as shown in the
figure, there are different areas (each one with a different
color) which indicate the MOS level depending on the
PSNR (by using the relation shown in Table 1).

First, it is important to indicate that the simulations have
been performed varying the CRF which in turn changes
the bitrate. However, the relationship between CRF is not
linear and, although all codecs have been evaluated in a
CRF range between 4 and 50, this does not produce the
same range of bitrates, as the relationship between CRF
and bitrate depends on the codec. For this reason, not
all codecs cover the same range of bitrates in the x axis
(for instance, in Figure 4 the bitrate of H.265 is in the
range between 17 kbps and 19 Mbps, while the range
of VP8 is between 1 Mbps and 14 Mbps).

9Waves - 2016 - year 8/ISSN 1889-8297

Figure 3. Frames of the test sequence used.

Figure 4. PSNR evaluation with video big_buck_bunny.

Figure 5. PSNR evaluation with video big_buck_bunny (detail).



As shown in the figure, in general, the H.264, H.265 and
VP9 encoders perform better than VP8. For instance, to
achieve an MOS = 5 (PSNR > 37) H.265 and H.264 need
a bitrate of about 400 kbps, while the bitrate needed by
H.264 is higher –600 kbps. VP8 on the other hand needs
a considerably higher bitrate –2.7 Mbps. As seen in the
figure, the behavior of H.265 and VP9 is practically the
same in terms of PSNR, especially at lower bitrates. H.264
shows slightly worst results. Notice that the PSNR
increases more rapidly at lower bitrates than at higher
bitrates. This means that an increment of the bitrate at
low bitrates results in a better improvement of the video
quality than at higher bitrates, where there are fewer
differences between the reference and the test
sequences. 

Figure 6 shows the evaluation of the bitrate for video
2. In this case, all codecs provide lower PSNR values
than with video 1. The fact that the same codec needs
a much higher bitrate to achieve the same PSNR proves
that this video is more challenging for the encoders. In
this scenario, VP9 provides the best results and H.264
brings similar results to H.265, even slightly better. VP8
shows the worst performance. With this video, to
achieve an MOS = 5 VP9 needs a bitrate higher than 18
Mbps, H.264 a bitrate higher than 19 Mbps, H.265
higher than 20 Mbps and VP8 a bitrate higher than 23
Mbps. 

4.1.2 Evaluation of the encoding time and speed

The second study evaluates one of the key parameters
when evaluating a codec: the encoding time, and a
related parameter like the encoding speed. This is a
critical parameter since a high encoding time can mean
the infeasibility of using a certain encoder depending on
the execution environment. For instance, in a real time
video coding environment, the encoding time should be
minimized in order not to get worse the Quality of
Experience of the user. In contrast, in a video-on-demand
environment without temporal limitations, this parameter
is not so critical. 

Figure 7 and Figure 8 show the evaluation of the
encoding time depending on the PSNR for videos
big_buck_bunny and crowd_run respectively. As
expected, getting a better PSNR implies a considerable
increase of the encoding time. In fact, we can appreciate
that the encoding time has an exponential growth
regarding the PSNR. On the other hand, when comparing
the codecs, the most striking feature is the big difference
regarding the encoding time of VP9 compared to the rest
of encoders. On the other hand, H.264 is the less exigent
codec regarding the encoding time, whereas H.265 and
VP8 provide higher values for the entire range of PSNR.
Comparing these two codecs, we realize that the
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Figure 6. PSNR evaluation with video crowd_run.

Figure 7. Encoding time evaluation with video big_buck_bunny.



behavior of VP8 is much more irregular regarding the
encoding time and, although rather similar, VP8 provides,
on average, higher encoding times than H.265. The same
conclusions arise in both videos. The only difference is
that the encoding time of the video crowd_run is higher
(note the scale of axis y). This makes sense considering
the results obtained from the PSNR evaluation (Figure 4
and Figure 6), which showed that the first video provides
higher values of PSNR than the second one.

In order to compare the codecs in a more qualitative way,
we are going to analyze in the video big_buck_bunny the
encoding time needed by each codec to provide an
‘Excellent’ MOS, that is, a PSNR higher than 37 dB. H.264
requires an encoding time of 3.6 s, H.264 of 7.4 s, VP8
of 7.6 s and finally VP9 requires a encoding time of 15.3
s (325% higher than H.264).

The encoding time is related to the encoding speed,
which is used to indicate the number of frames per
second a codec is able to encode. Figure 9 presents the
speed time evaluation for the video big_buck_bunny. In
this case, an increase of the PSNR implies coding less
frames per second, as the figure depicts. In the figure we
can see that H.264 is able to encode more than 100 fps
with levels of PSNR lower than 33 dB. To accomplish the
condition of MOS = 5, H.264 can encode with a speed

until 68 fps. On the other hand, H.265 and VP8 provide
a similar performance (but far below H.264) encoding at
33 fps to get an MOS = 5. Finally, the encoding speed of
VP9 is really low, and in this study does not even exceed
25 fps. Note that in the figure there is a grey area for
values lower than 25 fps, since this value is used by the
TV European system PAL (Phase Alternating Line).
Therefore, in real time coding environments, that value
represents a minimum encoding speed. Taking this into
consideration, according to the figure, VP9 is not able to
encode with an encoding speed higher than that limit,
so this codec would not be appropriate to encode this
video in a real time coding environment.

The evaluation of the speed time of the video crowd_run
depicted in Figure 10 shows results in line with the
previous study. That is, the encoding speed is much lower
than in the video big_buck_bunny, and H.264 is the
codec with the highest encoding speed, in contrast to
VP9, which provides the lowest encoding speed. In this
case, it is not possible to achieve a level of MOS = 5 in
real time encoding environments, since for all codecs the
encoding speed required to have a minimum PSNR of 37
dB is lower than 25 fps. To achieve a ‘Good’ subjective
quality (that is, a PSNR higher than 31 dB) in a real time
encoding environment we only could use H.264
according to the results. 
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Figure 8. Encoding time evaluation with video crowd_run.

Figure 9. Speed time evaluation with video big_buck_bunny.



4.2 Subjective evaluation

This study used the PQA software to evaluate the
subjective video quality. The video sequence used is the
test sequence obtained from the satellite (video 3),
encoded with H.264, H.265 and VP9 in two different
resolutions –768x432 and 1280x720– and with different
encoding rates. The objective of this study is to analyze
in detail the behavior of the different codecs with a
representative video sequence.

Figure 11 shows the ADMOS against the frame index for
the 768x432 video encoded at 1.2 Mbps with VP9. The
results show three clearly differentiated regions (frame 0
to 280, 280 to 493 and 493 to 755) corresponding to
each of the video segments composing the test sequence.
In the first segment, the ADMOS is more stable and lower
than for the other two sequences. This highlights that this
sequence is less challenging for the encoders and that
there are less noticeable differences between the test and
the reference videos. The picture changes all of a sudden
between sequence 1 and 2, producing a peak in the
ADMOS. Later, the ADMOS of sequence two is the

highest of the three sequences. Finally, sequence 3 starts
with a transition from white and, for this reason, there is
no such peak as that between sequences 1 and 2. This
way, the ADMOS for the third sequence increases with
the complexity of the image.

Regarding the 768x432 resolution, the PSNR of the
sequence encoded with VP9 at 1.2 Mbps is the lowest
among all test sequences. Thus, the Minkowski index
obtained from this sequence is used as the worst case
training for all the test sequences of this resolution.
Figure 12 shows the PSNR of the different encoders at
the encoding rates selected for this study. The figure
shows that the PSNR of H.264 and H.265 is slightly
higher than the PSNR of VP9. The PSNR of the two MPEG
encoders is very similar for all encoding rates. Moreover,
the differences with VP9 are relatively low, especially at
low encoding rates. In all cases, the PSNR is higher than
37 dB. Thus, the MOS corresponding to all the cases
under study is 5 using the reference in Table 1.

Figure 13 shows the average ADMOS for the test
sequences obtained with the PQA software. The results
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Figure 10. Speed time evaluation with video crowd_run.

Figure 11. Detail of the ADMOS trace for resolution 768x432 using VP9 with video video_ref.



are, in general, consistent with the PSNR, although the
differences in the ADMOS are much more noticeable
allowing a thorough analysis of the subjective quality
provided by each encoder at the different encoding rates.
The graph shows three different regions according to the
ADMOS subjective quality (0-20: good, 20-40:
acceptable, 40-100: bad). The results show that the
codec H.264 provides a good video quality with 1.2

Mbps encoding rate. On the other hand, H.265 and VP9
provide a bad quality for the same encoding rate. At this
encoding rate, the H.265 provides the highest PSNR.
However, the H.264 provides the best ADMOS. As the
encoding rates increases, the subjective evaluation of
H.265 and H.264 becomes more similar and the results
are practically equivalent for both encoders. At 2.4 Mbps,
the subjective quality of H.264 and H.265 is good,

13Waves - 2016 - year 8/ISSN 1889-8297

Figure 12. PSNR evaluation for resolution 768x432 with video video_ref.

Figure 13. ADMOS evaluation for resolution 768x432 with video video_ref.

Figure 14. PSNR evaluation for resolution 1280x720 with video video_ref.



whereas the ADMOS of VP9 is still higher than 40. For
the remaining encoding rates, the subjective quality of
H.264 and H.265 is good, whereas the subjective quality
of VP9 is acceptable.

Figure 14 shows the average PSNR achieved by the three
encoders under study at different encoding rates. The
results are very similar for H.264 and H.265, the former
providing a slightly higher PSNR, especially at high
encoding rates. The PSNR of VP9 is slightly lower. In all
cases, the PSNR is greater than 37 which, according to
Table 1, corresponds to an MOS = 5.

On the other hand, Figure 15 shows the mean ADMOS
for resolution 1280x720. The results show higher
differences between the three codecs, especially at lower
encoding rates. The H.264 provides acceptable quality
(ADMOS lower than 40) with an encoding rate of 2
Mbps. For the same encoding rate, H.265 and VP9
provide a bad subjective quality. At higher encoding
rates, the ADMOS of H.264 and H.265 is practically the
same and in all cases lower than VP9. This is consistent
with the PSNR results.

5. Conclusion

This paper has analyzed the video encoders most widely
used in the market: H.264, H.265, VP8 and VP9,
together with the main objective and subjective metrics
used to evaluate encoded video quality.  Regarding the
objective evaluation, in terms of PSNR, VP9 provides the
best results of the four codecs under study. The
performance of H.265 is very similar, sometimes better
than VP9, especially at low encoding rates, which are
representative of the case under study. As a general
conclusion, H.264 performs worse than H.265 and VP9
but better than VP8. 

In terms of encoding time, the objective evaluation
shows that the encoding time of VP9 is extremely long

compared to the other codecs. H.264 shows on the other
hand the shortest encoding times in all study cases.
Moreover, in general, the encoding time of H.265 is
lower than VP8. The latter varies with PSNR significantly.
In this sense, the study has shown that the only two
codecs capable of encoding in real time with a MOS ≥ 4
(at least 25 fps) are H.264 and H.265.

This way, the objective study proves that VP8 has the
worst performance of all codecs. Although VP9 brings
the best results, the differences with H.265 and H.264
are small. However the encoding time of VP9 is much
higher than the encoding time of H.264 and H.265.  This
is relevant in a real time encoding scenario like the study
case. With respect to H.265 and H.264, the objective
evaluation shows better results for H.265 although the
differences are not very significant. In this sense, the
properties of the video (like the complexity of the scene)
as well as the encoding parameters can explain the
differences between different comparisons of these two
codecs. 

As for the subjective evaluation, H.264 provides the
lowest mean ADMOS. These results are consistent with
the PSNR obtained for the same video sequence. In
comparison with the PSNR, the ADMOS shows greater
differences between the different codecs. Therefore
conclusions obtained from their analysis may be different
and it is necessary to take both into account in order to
perform an exhaustive analysis of the performance of
different encoders in a given scenario. 
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Figure 15. ADMOS evaluation for resolution 1280x720 with video video_ref.
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